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Global Estimates for High-Spatial-Resolution
Clear-Sky Land Surface Upwelling Longwave

Radiation From MODIS Data
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Abstract—Surface upwelling longwave radiation (LWUP) is
a vital component in calculating the Earth’s surface radiation
budget. Under the general framework of the hybrid method, we
developed linear and dynamic learning neural network (DLNN)
models for estimating the global 1-km instantaneous clear-sky
LWUP from the top-of-atmosphere radiance of Moderate Reso-
lution Imaging Spectroradiometer thermal infrared channels 29,
31, and 32. Extensive radiative transfer simulations were con-
ducted to produce a large number of representative samples, from
which the linear model and DLNN model were derived. These
two hybrid models were evaluated using ground measurements
collected at 19 sites from three networks (SURFRAD, ASRCOP,
and GAME-AAN). According to the validation results, the linear
model was more accurate than the DLNN model, with a bias and
root-mean-square error (RMSE) of −0.31 W/m2 and 19.92 W/m2

obtained by averaging the mean bias and RMSE for the three
networks. Additionally, the computational efficiency of the linear
model was much higher than that of the DLNN model. We also
compared our linear model to a hybrid method developed by a
previous study and found ours to perform better.

Index Terms—Moderate Resolution Imaging Spectroradiome-
ter (MODIS), remote sensing, surface radiation budget (SRB),
surface upwelling longwave radiation (LWUP).

I. INTRODUCTION

SURFACE upwelling longwave radiation (LWUP)
(4–100 μm) is one of the four components required

to calculate the Earth’s surface radiation budget (SRB), which
is central to land surface models that characterize the planet’s
hydrological, ecological, and biogeochemicalprocesses [1]–[3].
LWUP is also an indicator of the Earth’s surface temperature as
well as a diagnostic parameter for numerical weather prediction
models.

Remote sensing is the unique means of estimating regional
and global LWUP. Currently, there are three widely used
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satellite-derived data sets of longwave radiation: the Global
Energy and Water cycle Experiment-Surface Radiation Budget
(GEWEX-SRB), the International Satellite Cloud Climatology
Project-Flux Data (ISCCP-FD), and the Clouds and the
Earth’s Radiant Energy System-Gridded Radiative Fluxes and
Clouds (CERES-FSW). The accuracy of these three data sets
varies from 21 to 33.6 W/m2 at the monthly timescale and
at a 100–280-km spatial resolution [4]. Gui et al. collected
the ground measurements at 15 sites in four regions (North
America, Southeast Asia, the Qinghai-Tibetan, and Japan) of
different climate and land-cover types to evaluate the accuracy
of the aforementioned three longwave flux data sets [5]. The
bias of all-sky LWUP ranges from −4.2 to 6.9 W/m2, and
the root-mean-square error (RMSE) ranges from 22.7 to
31.5 W/m2. The bias lies between −3.8 and 11.3 W/m2, and
the RMSE lies between 21 and 23 W/m2 for clear-sky LWUP.
The meteorological, hydrological, and agricultural research
communities require an accuracy of 5–10 W/m2 for LWUP
retrieved from satellite data at a 25–100-km spatial resolution
and 3-h daily temporal resolution [6]. The acceptable accuracy
for satellite-derived instantaneous LWUP is 20 W/m2 [7].
Clearly, current satellite LWUP and longwave flux products
cannot meet the requirements of users. Another drawback of
these three longwave flux data sets is their coarse spatial resolu-
tions. High-spatial-resolution longwave fluxes (down to 1 km)
are important diagnostic parameters for mesoscale land surface
and atmosphere models, particularly over heterogeneous areas
[8], [9]. Additionally, high-spatial-resolution LWUP can serve
as a medium scale for the validation of coarse resolution data,
as LWUP varies on much finer spatial scales [10].

Usually, we have two methods to estimate high-spatial-
resolution LWUP from satellite observations. One is the
temperature–emissivity method [11], [12], which directly
calculates LWUP using satellite-derived land surface tempera-
tures (LSTs), broad-band emissivity (BBE), and surface down-
welling longwave radiation (LWDN), such as the Moderate
Resolution Imaging Spectroradiometer (MODIS) LST prod-
uct [13] and the Global Land Surface Satellite BBE product
[14], [15]. The other is called the hybrid method, which links
the LWUP to satellite top-of-atmosphere (TOA) radiance or
brightness temperature (BT) by extensive radiative transfer
simulation and statistical analysis [12], [16]. It is convenient
to estimate LWUP using the temperature–emissivity method
because there are many algorithms for retrieving LST and
emissivity [11], [17], [18]. However, current satellite LST and
emissivity products have large uncertainties [19]–[21]. As a
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Fig. 1. Distribution of 19 validation sites in this paper.

result, we cannot achieve high accuracy when estimating
LWUP with this method [12]. The hybrid method was pri-
marily used to estimate LWDN [22]–[24]. The advantage
of this method is that it bypasses the problem of separat-
ing the LST and emissivity so that a more accurate estima-
tion of the LWUP can be achieved. Wang et al. pioneered
the study of estimating high-spatial-resolution land surface
LWUP and LWDN [4], [12], [25]. Wang et al. evaluated
the accuracy of the temperature–emissivity and hybrid meth-
ods at six SURFRAD sites using MODIS LST, BBE derived
from MODIS narrow-band emissivities, and ground-measured
LWDN [10]. Their work indicated that the accuracy of the
temperature–emissivity method is much lower than that of the
hybrid method. For the former method, the bias ranges from
−13.63 to −27.14 W/m2, and the RMSE ranges from 16.55 to
28.09 W/m2; for the latter method, the bias ranges from
−4.53 to −16.41 W/m2, and the RMSE ranges from 11.79 to
18.70 W/m2. The hybrid method has consequently gained
popularity for the estimation of high-spatial-resolution LWUP
from satellite data [16], [26]. However, the questions of whether
this method can be adapted from the regional scale to the
global scale-and what accuracy might then be achieved-remain
unanswered.

The purpose of this paper was to estimate the high-quality
global 1-km instantaneous clear-sky LWUP from MODIS data
using the general framework of the hybrid method. The rest of
this paper is arranged as follows. Section II describes the data
used in this paper. Section III describes the methods, followed
by the evaluation of results and discussion, and the conclusions
are given in Section V.

II. DATA

A. Satellite Data

The Atmospheric Infrared Sounder (AIRS) is an infrared
grating spectroradiometer on board the National Aeronautics

and Space Administration polar platform Aqua [27]. AIRS
measures high spectral resolution (v/Δv = 1200) radiation
emitted by the Earth’s surface and atmosphere within the
spectral range of 3.7–15.4 μm, from which the level-2 AIRS
standard product (the cloud and surface properties as well as
the profiles of retrieved temperature, water vapor, ozone, carbon
monoxide, and methane) was derived [28]. The temperature
profile has 28 levels in total, with the corresponding pressure
varying from 1100 to 0.1 mb, while the water vapor profile is
reported to have 14 layers, with pressure ranging from 1100
to 50 mb. The spatial resolution of the AIRS L2 standard
product is 0.05◦. Two years (2007–2008) of AIRS L2 standard
temperature and water vapor profiles were used to construct the
atmosphere profile database in this paper.

The MODIS can provide accurate high-spatial-resolution
land, ocean, and atmosphere products from at least four daily
observations over most locations on the Earth’s surface. The
MODIS TOA radiance product MOD021KM and MODIS
cloud product MOD35 were used as inputs to the hybrid
method for estimating clear-sky LWUP. During the validation,
the MODIS geolocation product MOD03 was used to find the
matchup.

B. Ground Measurements

Ground-measured LWUP data collected at 19 sites from
three independent networks were used to evaluate the estimated
LWUP in this paper. Fig. 1 shows the distribution of sites.
Table I summarizes the latitude, longitude, elevation, land
cover, and period of observation time.

1) SURFRAD: NOAA’s Office of Global Programs estab-
lished SURFRAD in 1993. SURFRAD data have been acquired
for grassland, cropland, and desert land-cover types and widely
used for satellite-derived land surface and atmospheric product
validation. LWUP was measured by the Precision Infrared
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TABLE I
DESCRIPTION OF SITE CONDITIONS

Radiometer (model PIR, Eppley Laboratories) in the spectral
range of 3–50 μm. The PIRs are mounted ∼8 m above the
ground, and the maximum signal comes from a 45◦ viewing
zenith angle. SURFRAD has three standard PIRs calibrated
annually at the World Radiation Center’s Physikalisch-
Meteorologisches Observatorium in Davos (PMOD),
Switzerland. After the SURFRAD standard, PIRs are calibrated
in the blackbody, and their calibrations are fine-tuned by
running them outdoors against PMOD’s World Pyranometer
Standard Group. Field instruments are calibrated in operation
next to the three standard PIRs, using the simultaneous data
to transfer the mean calibration of the three standard PIRs to
each field instrument. During daytime, a shade ball shades the
PIR dome to minimize errors associated with inward infrared
emission from the dome to the thermopile. Albrecht and Cox’s
method is used to correct for dome emission and to compute
the longwave irradiance [29]. The overall accuracy of ground
data is approximately±9 W/m2 [30]. LWUP measurements are
3-min averaged values that are distributed in near real time by
anonymous FTP and the WWW (http://www.srrb.noaa.gov).
Data from six sites were downloaded and used to validate the
hybrid method in this paper.

2) ASRCOP: The Arid and Semi-arid Region Collabora-
tive Observation Project (ASRCOP) provides pyranometer data
from 18 China meteorological sites in the summers of 2008
and 2009 [31], [32]. All of the instruments were collectively
calibrated by ASRCOP in June 2008. The ASRCOP LWUP was
recorded with a temporal resolution of 30 min. Data from ten
sites were used after excluding the sites with questionable or
discontinuous observations.

3) GAME-AAN: The Asian Automatic Weather Station
Network (AAN), supported by the Global Energy and Water

Cycle Experiment (GEWEX) Asian Monsoon Experiment
(GAME-AAN), was implemented to understand the role of
the Asian monsoon in the global energy and water cycles.
GAME-AAN provided LWUP measurements at sites with a
temporal resolution of 30 min. Information on the sensor and
measurement accuracies is available at the website (http://
aan.suiri.tsukuba.ac.jp). Three sites with LWUP measurements
after year 2000 were selected to validate the hybrid method in
this paper.

III. METHOD

Discounting the scattering of thermal infrared radiation, the
clear-sky radiance measured by thermal infrared sensors can be
approximated as

Bi(Ti) = εiBi(Ts)τi(θ, ϕ, Ps → 0)

+

0∫

Ps

Bi(Tp)
dτi(θ, ϕ, Ps → 0)

d lnP
d lnP

+
(1− εi)

π

2π∫

0

π
2∫

0

0∫

Ps

Bi(Tp)
dτi(θ

′, ϕ′P → Ps)

d lnP

× cos θ′ sin θ′d lnPdθ′dϕ′ · τi(θ, ϕ, Ps → 0) (1)

where Bi(Ti) is the observed TOA radiance for band i, Ti

represents the band BT for band i observed at TOA, εi is
the surface emissivity in band i, Ts is the surface tempera-
ture, τi(θ, ϕ, Ps → 0) is the total atmospheric transmittance
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Fig. 2. Steps used to derive the hybrid method estimates.

along the target to sensor in band i, θ and ϕ are the viewing
zenith angle and azimuth angle, Ps is the atmospheric pres-
sure at ground level, Tp is the air temperature at the level
of atmospheric pressure P , τi(θ, ϕ, P → 0) is the channel
transmittance of the atmosphere from the level of atmospheric
pressure P to the TOA, and τi(θ, ϕ, P → Ps) is the band
transmittance of the atmosphere from the level of atmosphere
pressure P to the ground level Ps. The first term on the
right-hand side of (1) is the surface radiation, the second
term denotes the sum of the radiance contributions from all
of the atmospheric levels to the measured radiance, and the
third term represents the hemispheric atmospheric downward
longwave radiation reflected by the surface and then atten-
uated by the atmosphere along the path from the surface
to the sensor. It is evident that the clear-sky TOA radiance
contains information regarding the surface temperature, emis-
sivity, and surface downward longwave radiation. The hybrid
method derives the surface LWUP directly from the satellite
TOA radiance or BT without separately estimating the three
variables on the right-hand side of (1). This bypasses the
problem of separating the LST and emissivity, resulting in
a more accurate estimation of the surface upward longwave
radiation. Fig. 2 shows the flowchart of deriving the hybrid
method.

A. Radiative Transfer Modeling

The global land surface was divided into three subregions ac-
cording to their latitudes, i.e., a low-latitude region (0◦−30◦ N,
0◦−30◦ S), a midlatitude region (30◦−60◦ N, 30◦−60◦ S),

and a high-latitude region (60◦−90◦ N, 60◦−90◦ S). For each
subregion, we first counted the total number of effective levels
for each clear-sky atmosphere profile and then calculated the
ratio of each total number from one year of AIRS L2 standard
atmosphere products. This ratio was used as a reference to de-
termine the ratio of atmosphere profiles with different effective
levels in the constructed atmosphere profile database. For each
total number, we constructed the initial atmosphere database
and then updated the initial atmosphere database by comparing
the new extracted atmosphere profile to those already in the
initial atmosphere profile database. The following criteria [4]
were used to determine the similarity of each new atmosphere
profile to those already in the atmosphere profile database:

wi =
1

zi + 1
(2)

ST =

n∑
i=1

(wi(T1,i − T2,i)) (3)

SM =
n∑

i=1

(wi|M1,i −M2,i|) (4)

where zi is the height of level i, wi indicates the weight of
height, ST and SM are the similarity in temperature and water
vapor, T1,i and T2,i are the temperatures at altitude i for two
temperature profiles, M1,i and M2,i are water vapor profiles
at altitude I, and n is the total number of effective levels of
an atmosphere profile. If the calculated ST and SM are both
larger than set thresholds, e.g., 1.5 K and 300 ppmv, the new
atmosphere profile was added to the atmosphere profile data-
base; otherwise, it was excluded. In total, 41 724, 35 487, and
2842 atmosphere profiles were used in the construction of the
low-latitude, midlatitude, and high-latitude region atmosphere
profile databases, respectively. The Moderate Resolution Trans-
mittance Code Version 4.0 (MODTRAN 4) [33] was used to
simulate spectral LWDN, transmittance, and thermal path radi-
ance for each atmosphere profile and was selected for its high
computational efficiency and acceptable accuracy. The spectral
transmittance and path thermal radiance were simulated at 0◦,
15◦, 30◦, 45◦, and 60◦ sensor view zenith angles.

To obtain the LST, we first calculated the difference between
LST and temperature at the bottom layer using the atmosphere
profile database for each subregion. The LST was then gen-
erated with the bottom layer temperature and the difference to
cover the possible variation of actual LST. For example, the dif-
ference for the midlatitude region lies between−15 K and 20 K.
The LST was assigned as the bottom layer temperature plus
[−15, 20] K, with a step of 5 K. Land surface emissivity was
obtained from the Advanced Spaceborne Thermal Emission
and Reflection Radiometer (ASTER) spectral library [34] and
MODIS UCSB spectral library [35], [36]. Representative soil,
vegetation, snow/ice, and water emissivity spectra were se-
lected to construct the emissivity database. In addition, mixed
pixels were also considered by area weighted average pure
component emissivity spectra linearly. In total, 84 emissivity
spectra representing various natural surfaces were used in this
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TABLE II
SUMMARY OF THE FITTING RESULTS FOR LINEAR MODELS AND DLNN MODELS

paper. The emissivity spectrum in the spectral region beyond
the span of the spectral library was extrapolated from the
original emissivity spectra. After we determined the surface and
atmosphere parameters, the MODIS TOA channel radiances
were synthesized based on the following simplified thermal
infrared radiative transfer equation allowing the response func-
tions of MODIS TIR channels:

Li =

λ2∫

λ1

((ελB(Ts) + (1− ελ)L↓λ) τλ + L↑λ) fi(λ)dλ (5)

where Li is the MODIS TOA radiance for channels 29, 31, and
32, ελ is the emissivity spectra, L↓λ is the spectral LWDN, L↑λ
is the thermal path radiance, fi(λ) is the response function for
channels 29, 31, and 32, and λ1 and λ2 are the spectral range
for a specific channel. LWUP can also be calculated using (5)
with an integration range of 4–100 μm.

B. Linear Model

TOA radiances from MODIS channels 29, 31, and 32 were
used to predict LWUP because of their sensitivity to LWUP
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variations as well as the physics that govern LWUP. Multiple
regression analysis was employed to develop a linear model,
expressed as follows:

LWUP = a0 + a1L29 + a2L31 + a3L32 (6)

where a0, a1, a2, and a3 are regression coefficients and L29,
L31, and L32 are the TOA radiances for MODIS channels 29,
31, and 32, respectively. Statistical analysis indicated that the
linear model accounts for more than 97.9%, 98.7%, and 99.6%
of the variation in the simulated databases for the low-latitude,
midlatitude, and high-latitude regions, respectively. Most of the
biases are zero, and the RMSEs range from 7.87 to 12.31 W/m2,
6.32 to 9.33 W/m2, and 1.81 to 4.78 W/m2 for the low-
latitude, midlatitude, and high-latitude regions, respectively.
Table II summarizes the fitting results of the linear models.

The effects of surface conditions and meteorological pa-
rameters on the accuracy of the LWUP estimate were also
investigated. There is little correlation between the residuals
(predicted LWUP minus true LWUP) and total column water,
and the effect of total column water on the accuracy of the
LWUP estimate is not significant. When the LST is extremely
low, the LWUP is overestimated. In addition, no underestimated
or overestimated trend is observed. The magnitude of BBE
rather than vegetation cover should impact the accuracy of
the LWUP estimate. However, no obvious underestimated or
overestimated trend is observed.

C. DLNN Model

A neural network is an interconnection of simple compu-
tational elements, or nodes, with activation functions that are
usually nonlinear, monotonically increasing, and differentiable
[37]. Without any a priori knowledge of the data distribution
and the relationship between the input variables and the output
variables, a neural network can directly establish a relationship
between the input variables and the output variables from the
training ensembles. Furthermore, a neural network with only
a single hidden layer of a sufficient number of nodes with
nonlinear activation functions is capable of approximating any
real-valued continuous scalar function to a given precision over
a finite domain [38]. A neural network is therefore a powerful
tool for solving nonlinear problems. Neural networks have
been successfully applied to parameter inversion in remote
sensing, such as atmospheric composition retrieval [37], [39],
[40] and land surface parameter retrieval [41]–[50], which
are strongly nonlinear problems. The dynamic learning neural
network (DLNN) was actually a modified multilayer perceptron
in structure, and the Kalman filtering technique was used in
its learning process. By taking two modifications, we get the
following results: 1) every node in the input layer and in all
hidden layers was fully connected to the output layer, and
2) the activation function was removed from each output layer.
The output of the modified network can be expressed by the
weighted sum of the polynomial basis vectors [51]

y = W x (7)

TABLE III
R2 AND RMSE CORRESPONDING TO DIFFERENT

CONFIGURATIONS OF THE DLNN

where y is the output vector, x is the vector that contains all
input and hidden nodes, and the matrixW is formed by concate-
nating all the weights that are connected to output nodes. This
linearization allowed the Kalman filtering algorithm to update
the weights during the learning process. The DLNN updated
the weights in a global manner, avoiding backpropagation,
which usually makes the learning process very lengthy, and
achieved fast learning. In addition, the DLNN had the features
of global minimization, convergence warranty, and built-in op-
timization of a weighting function at little expense to computer
storage [52].

To explore the nonlinearity between LWUP and TOA ra-
diances, we also used the DLNN to establish the nonlinear
relationship between LWUP and TOA radiances using the same
samples as in Section III-B. The structure of the DLNN was
determined by trail and test for each subregion. Table III gives
the test results of 0◦ view zenith angle for the midlatitude
region. The fitting results of the DLNN gradually improved
with the increasing number of hidden layers and nodes, but the
improvement was not significant. The accuracy of the DLNN
with two hidden layers was better than with only one hidden
layer. We can speculate that the fitting results of the DLNN
will slowly improve with the increase of hidden nodes, but the
computational cost will increase dramatically. For example, the
number of coefficients exceeds 40 000 for the DLNN structure
of 3-200-200-1. It is impractical to use such a network to
retrieve LWUP at large scales. Therefore, the structure of the
DLNN was set as 3-30-30-1 for each view zenith angle of
each subregion in this paper. The performance of the DLNN
is presented in Table II. Statistical analysis indicated that the
DLNN model accounts for more than 99.2%, 99.3%, and 99.8%
of the variation in the simulated databases for the low-latitude,
midlatitude, and high-latitude regions, respectively. The biases
of the DLNN models are zero, and the RMSEs range from
5.47 to 7.76 W/m2, 4.89 to 6.80 W/m2, and 1.45 to 3.52 W/m2

for the low-latitude, midlatitude, and high-latitude regions,
respectively. The bias and RMSE of DLNN models are slightly
smaller than those of the linear models. The effects of surface
conditions and meteorological parameters on the accuracy of
LWUP estimation using the DLNN model are similar to that of
the linear model.
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Fig. 3. Validation results of linear model using SURFRAD sites.

IV. VALIDATION AND DISCUSSION

A. Ground Measurements

The linear and DLNN models were validated using the
ground-measured LWUP collected by three independent
networks. The spectral range mismatch was not considered
during the evaluation, as this error is less than 0.5% for
surface temperatures between 240 and 330 K [12]. LWUP for
different view zenith angles was linearly interpolated from
those derived from the neighboring view zenith angles. When
the view angle was larger than 60◦, the model developed for
the 60◦ view zenith angle was used. Clear-sky pixels were
identified using the MODIS cloud mask product MOD35.
Only clear-sky pixels at the highest confidence (99%) were
considered. Figs. 2–8 show the validation results of the linear
and DLNN models.

At the SURFRAD sites, the accuracy of the linear model
is slightly better than that of the DLNN model, although the

performance of the latter is slightly better than that of the
former using the training samples. The average bias and RMSE
were −4.49 W/m2 and 13.47 W/m2 for the linear model and
−5.60 W/m2 and 16.17 W/m2 for the DLNN model at the
SURFRAD sites. Table III provides the statistical validation
results for each site using the linear and DLNN methods. As
shown in Figs. 3 and 4, there are some points with larger
errors, even though the overall accuracy was acceptable. This
is because of the following reasons. 1) The points are much
more scattered in daytime than nighttime for both methods,
as a result of the Earth’s surface being more isothermal
and homogeneous in nighttime than daytime [25]. 2) The
Desertrock site has the largest bias and RMSE among all
six sites for both methods. Wang et al. [12] noted that the
cloud contamination may be a significant source of error, as
air traffic out of Los Angeles produces many cirrus clouds
over this site. Even though a series of spectral tests with
multiple MODIS bands is used in the generation of MOD35,
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Fig. 4. Validation results of DLNN model using SURFRAD sites.

it is impossible to make perfect cloud masking in all cases.
Compared to the true clear-sky TOA radiance, the cloud con-
tamination reduces the TOA radiance and the retrieved LWUP.
3) Finally, both methods underestimated the LWUP. The reason
for this is highly complicated and difficult to identify. The
measurement errors of satellites and pyranometers, angular
effect of land surface and emissivity, scale mismatch, and
error in the linear and DLNN models may contribute to this
underestimation.

Similar to the validation results at SURFRAD sites, the
accuracy of the linear model is slightly better than that of the
DLNN model at ASRCOP sites. The average bias and RMSE
were 1.06 W/m2 and 17.61 W/m2 for the linear model and
−1.19 W/m2 and 18.32 W/m2 for the DLNN model at the
ASRCOP sites. Table IV provides the validation results for
each site using the linear and DLNN models. As shown in
Figs. 5 and 6, there was not an obvious underestimation or over-
estimation trend. Regarding the GAME-AAN sites, we have

three sites in the low-latitude, midlatitude, and high-latitude re-
gions. As shown in Table IV, the accuracy of the DLNN model
is slightly better than that of the linear model. For the GAME-
AAN sites, the average bias and RMSE were 2.49 W/m2

and 28.67 W/m2 for the linear model and 1.37 W/m2 and
28.45 W/m2 for the DLNN model. Accuracy at the high-
elevation site Amdo was much better than at the other two sites.
The number of acquired samples is quite limited for the latter
two sites, and the points are also more scattered than that of the
Amdo site (see Figs. 7 and 8).

According to the validation results, the linear model was
superior to the DLNN model in this paper. The relatively
complex structure of the DLNN model may explain why its
performance was worse than the linear model when applied to
real satellite measurements. The coefficients are over 1000 in
the DLNN model, with a 3-30-30-1 network structure. There
was no noise in the simulated data set. The DLNN model
can incorporate the nonlinearity between LWUP and TOA
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Fig. 5. Validation results of linear model using ASRCOP sites.
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Fig. 6. Validation results of DLNN model using ASRCOP sites.
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Fig. 7. Validation results of linear model using GAME-AAN sites.

Fig. 8. Validation results of DLNN model using GAME-AAN sites.
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TABLE IV
SUMMARY OF THE VALIDATION RESULTS AT ASRCOP AND GAME-AAN SITES USING MODIS TERRA DATA (UNIT: WATTS PER SQUARE METER)

TABLE V
SUMMARY OF THE VALIDATION RESULTS AT SURFRAD SITES USING MODIS TERRA DATA (UNIT: WATTS PER SQUARE METER)

radiances and achieve a better accuracy than the linear model,
but there are many types of errors in the satellite measurements.
These errors are prone to be enlarged by the DLNN model
as there are more than 1000 times the operations when the

network structure is 3-30-30-1. Additionally, the computational
efficiency of the linear model was higher than that of the
DLNN model. There are four coefficients in the linear model.
Therefore, the linear model was selected to estimate the global
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Fig. 9. Validation results of the Wang et al. linear model at SURFRAD sites.

1-km instantaneous clear-sky LWUP from the MODIS data in
this paper.

B. Comparison With Previous Work

Wang et al. [12] developed the linear and artificial neural
network (ANN) hybrid models for estimating North American
LWUP using MODIS data. We validate their linear model with
three years of SURFRAD measurements. The validation results
are provided in Table V. The scatter distributions are very
similar in Figs. 3 and 9. The accuracy of our linear method is
better than the accuracy of the linear model of Wang et al. [12],
the bias and RMSE of which were −16.31 W/m2 and
16.22 W/m2, respectively. We did not validate their ANN
model, as we did not know the details of the information
related to the used AAN. According to their validation using
SURFRAD measurements in the years 2005–2006, the bias
and RMSE were −8.67 W/m2 and 15.89 W/m2, respectively.

This accuracy is slightly worse that the accuracy of our linear
model validated by three years of (2003–2005) SURFRAD
measurements. Thus, our linear model performs better than the
Wang et al. model in North America.

V. CONCLUSION

LWUP is a vital component for calculating the SRB. Under
the general framework of the hybrid method, we developed the
linear model and the DLNN model for estimating the global
1-km instantaneous clear-sky LWUP from the MODIS TOA
radiance of channels 29, 31, and 32.

The global land surface was divided into three subregions
according to their latitudes, i.e., low-latitude region (0◦−30◦ N,
0◦−30◦ S), midlatitude region (30◦−60◦ N, 30◦−60◦ S), and
high-latitude region (60◦−90◦ N, 60◦−90◦ S). For each sub-
region, the AIRS standard L2 atmosphere profile products in
2008 and 2009 were used to construct the atmospheric profile
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database. Spectral LWDN, thermal path radiance, and transmit-
tance for each profile were simulated by MODTRAN4. Spectral
path radiance and transmittance were simulated at 0◦, 15◦, 30◦,
45◦, and 60◦ sensor viewing zenith angles. LST was determined
according to the bottom layer temperature of each atmosphere
profile and the significant difference between bottom layer
temperature and LST. Land surface emissivity was explicitly
considered by incorporating the ASTER and MODIS UCSB
spectral libraries in the radiative transfer simulation. In total, 84
emissivity spectra, including soil, vegetation, snow/ice, water,
and some mixed scenarios, were used in this paper. Extensive
radiative transfer simulations were conducted to produce a
large number of representative samples, from which the linear
and DLNN models were derived for each view zenith angle.
Statistical analysis indicated that the linear model accounts for
more than 97.9%, 98.7%, and 99.6% of the variation in the
simulated databases for the low-latitude, midlatitude, and high-
latitude regions, respectively. Most of the biases are zero, and
the RMSEs range from 7.87 to 12.31 W/m2, 6.32 to 9.33 W/m2,
and 1.81 to 4.78 W/m2 for the low-latitude, midlatitude, and
high-latitude regions, respectively. The DLNN model accounts
for more than 99.2%, 99.3%, and 99.8% of the variation in the
simulated databases for the low-latitude, midlatitude, and high-
latitude regions, respectively. The biases of the DLNN models
are zero, and the RMSEs range from 5.47 to 7.76 W/m2, 4.89
to 6.80 W/m2, and 1.45 to 3.52 W/m2 for the low-latitude,
midlatitude, and high-latitude regions, respectively. The biases
and RMSEs of the DLNN models are slightly smaller than those
of the linear models.

These two hybrid models were evaluated by the ground
measurements collected at 19 sites from three networks
(SURFRAD, ASRCOP, and GAME-AAN). The linear model
was found to be superior to the DLNN model. The average
bias and RMSE of the linear models were −4.49 W/m2 and
13.47 W/m2 at SURFRAD sites, 1.06 W/m2 and 17.61 W/m2

at ASRCOP sites, and 2.49 W/m2 and 28.67 W/m2 at GAME-
AAN sites. Additionally, the computational efficiency of the
linear model was higher than that of the DLNN model. Our
linear model was also compared to the hybrid model developed
by a previous study, which indicated that our linear model
performs better than the latter. The linear model is being used
to estimate the global 1-km instantaneous clear-sky LWUP
products from 2010 to 2013.
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